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Abstract

Melanoma is one of the most dangerous types of skin cancer in terms of the ratio of death
cases. Probability of death increases when it is diagnosed late. However, it is possible to
treat melanoma successfully when diagnosed in its early stages. One of the most common
medical methods for diagnosing melanoma is the ABCD (Asymmetry, Border irregularity,
Color, and Diameter) method that involves the measurement of four features of skin
lesions. The main disadvantage of this method is that estimation error and subjectivity
affects the accuracy of diagnosis, especially when performed by non-specialists. Scarcity
of specialists makes the problem worse. This has led to the development of computer
systems to help in melanoma diagnosis. However, while most computer systems can
achieve high accuracy with adequate speed, they have problems in the usability and
flexibility. The emergence of smart phones with increasing image capture and processing
capabilities has made it more possible to use such devices to perform medical image
analysis such as the diagnosis of melanoma. Our research work combines existing
melanoma diagnosis method and the image capture and processing capabilities of smart
phones to achieve fast, affordable, easily available and highly accurate melanoma
diagnosis. In this work, we propose a complete smart phone application to capture, and
process an image of the suspicious region of the skin in order to estimate its probability of
being melanoma. The system can use historical cases to improve its diagnosis
accuracy. The system was tested on 164 sample images. 14 images were not well-captured

and could not be diagnosed, while the remaining 150 cases were successfully processed. In

1
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each of these 150 images, the lesion was correctly segmented and their ABCD feature set
extracted. Diagnosis accuracy of the analyzed images ranged between 88%-94 with best

results using SVM classifier, and worst is the KNN classifier.

Keywords

Medical imaging, melanoma diagnosis, skin lesion analysis, automatic classification,

smartphone, Android
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Introduction

The first part of this chapter introduces Melanoma; how melanoma develops and spreads,
and how it is typically detected. In the second part, the research problem is presented and
specific research objectives are defined. The final section of this introduction outlines the

format of this thesis.

1.1.Melanoma Skin Cancer

Melanoma is the most serious type of skin cancer, it accounts for less than 2% of skin
cancer cases but causes a large majority of deaths, more than 75 percent of all skin cancer
deaths [1], American Cancer Society’s estimates for melanoma in the United States for
2014 shows that about 76,100 new melanomas will be diagnosed (about 43,890 in men and
32,210 in women), and 9,710 are expected to die of melanoma [2], this shows the

importance of finding new methods and technology to diagnose the melanoma.

1.1.1. How skin lesion develops into Melanoma

The skin cancer “Melanoma” begins in skin cells called melanocytes. Melanocytes are the
cells that make melanin, which gives skin its color. Melanin also protects the deeper layers
of the skin from the sun's harmful ultraviolet (UV) rays. When people spend time in the
sunlight, the melanocytes make more melanin and cause the skin to tan, this also happens
when skin is exposed to other forms of ultraviolet light (such as in a tanning booth). If the
skin receives ultraviolet light, the melanocytes may begin to grow abnormally and become
cancerous. This condition called Melanoma as shown in Figure 1-1, Melanoma cancer
grows in the outer layer where melanocytes are located on the skin, then at later stage
spread to other parts of the body such as bones and lungs. Therefore, melanoma is lethal if
not detected in the early stage; this awareness has led to increase interesting of early-stage

diagnosis solutions.
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The issue of providing early-stage melanoma detection solutions become increasingly
important, where the malignant melanoma is increasing rapidly worldwide, including in
countries with historically low incidence rates, this increase is occurring at a faster rate
than for any other neoplasm [1], Population-based strategies to control the disease have

largely focused on primary prevention and early detection.

Abnormal area

e | —Epidermis
Melanocytes ]

—Dermis

_Subcutaneous
_| tissue

Figure 1-1: Skin with abnormal Melanoma area [3]

1.1.2. Signs and approaches for detection

This research focuses on early melanoma detection stage, this stage based on skin self-
examination, the examination methods include many reliable and standardized techniques
that improve the early detection rate, including the ABCDE (Asymmetry, Border
Irregularity, Color, Diameter and Evolution) method [4], and the seven-point checklist [4],
these techniques have proven it's useful in clinical situations, those two methods are the
most commonly used, and there are some other methods such as Menzies [5] method and
CASH [6], which is considered less common and important, The seven-point checklist
method needs high quality images, captured with special medical cameras, also need
specialist doctor decision, so it's not suitable to use with automated mobile application, the

most common is ABCD method, which tracks the most important warning signs of

2
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Melanoma, and helps in distinguish between a normal and abnormal lesions. ABCD
method depends on some basic melanoma characteristics that can observed with naked eye
or through images taken with the camera, the method name ABCDE stands for the

following [2]
e Als for Asymmetry: One-half of a mole does not match the other.
e B isfor Border: The edges are irregular, ragged, notched, or blurred.

e Cisfor Color: The color is not the same all over and may include shades of brown

or black, or even patches of pink, red, white, or blue.

e D is for Diameter: The spot is larger than about ¥ inch, but melanomas can be
smaller than this.

e E isfor Evolving: The mole is changing in size, shape, or color.

Most references use the name ABCD, but in other references they added E feature, which
represents evolution and lesion changes during long intervals, we will focus on the:: ABCD

features, at least in this stage.

1.2.Research Problem

This section first discusses the shortcomings of the ABCD self-examination technique,

then presents the objectives of our research work

1.2.1. Shortcomings in ABCD self-examination

While ABCD is the most widely used method for evaluation of skin lesions, the main
problem when patients are not sure about the features, especially that the result depends
entirely on the perspective and self-interpretation of the user. ABCD features are
susceptible to subjectivity, this decrease the specificity and the accuracy in diagnostic
results. Even with many brochures and websites that explain the signs and examination
method, still not easily to decide if the mole is normal or not. Therefore, we need to develop
support systems to help the user; these systems support the process of self-examination,
3
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give accurate results about the seriousness of the situation, and determine the need to see
doctor or trained health professional. Based on the above introduction, we can conclude

the following shortcomings in melanoma detection:
1. Lack of immediate medical expertise
2. Subjectivity in the interpretation of Melanoma features
3. Cannot always rely on the existence of reliable communication networks
4. Poor accuracy of existing mobile based melanoma diagnosis applications

The problem, therefore, is how to overcome the above shortcoming and limitations using

modern technology?

1.2.2. Research Objective

The discussion in the previous section shows the importance of this issue, and leads to the

motivation and objective of the work, which is,
“Implementing and examining new system to enhance the melanoma self-
examination, and automate the diagnostic process using mobile technology”
The system will be able to achieve the following goals:
1. Melanoma detection mobile-based image-processing method.
2. Machine learning capabilities to help with melanoma detection.

3. Ability to improve and update the decision support by having a skin features

dataset used in training phase.

4. Showing the melanoma risk factor, with the possibility of showing the similar
cases to the patient, to help the patient as much as possible in the decision to

consult a specialist doctor.
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5. Improving the efficiency and accuracy of existing systems by working to

improve the image processing and classification methods.

We will discuss some other suggested solutions that discuss melanoma diagnosis including
image processing, features extraction and classification in mobile platform. The next
chapter discusses some existing solutions and related work, and shows the weaknesses,

strengths and shortcomings in the automate diagnosis solutions that use mobile technology.

1.3.Research Format

The remainder of this thesis is organized as follows: Chapter two provides an overview of
related research work and existing diagnosis technologies. Chapter three presents and
explains our proposed method and the various image processing operations and
classification techniques it uses. Chapter four discusses the implementation details.
Chapter five presents the results of the system, finally, chapter six concludes the thesis with

some suggestions for future work.
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2. Related Work and Current Technology

2.1.Related research

The references and previous research in mobile based melanoma diagnoses can be

divided into three fields:
e Enhancing melanoma detection and classification techniques.

e Using mobile in medical systems and development of Computer-Aided Diagnostic
(CAD) tools.

e Enhancing the image processing methods to extract melanoma features.

The research in the first field determines the best machine learning systems and data mining
techniques, second field determines the methods to build telemedicine system and the
possibilities to overcome mobile limitation in data processing and storage using methods
and algorithms commensurate with the mobile specification. The third field is the most
important in this research, aims to find the most accurate image processing techniques to

capture the image and turn it into a set of features that can be used in diagnosis disease.

Abuzaghleh, et al. [7], presented smart-phone based system named SKIN cure to assist
melanoma early detection. They proposed a framework to analyze and classify the images
into normal and melanoma, and alert the user at real-time to seek medical help urgently.
The framework compared the performance of two classifier techniques, one level classier
and two-level classifier, concluded that the two-level classifier outperforms the one level
classifier. The paper needs more focus on defining and extracting features, for example,

asymmetry and irregularity, to improve the accuracy of classification.

Wadhawan, et al, [8], introduced SkinScan portable library for melanoma detection on
handheld devices, the library implemented with C / C++. They showed that the most
computational intensive and time consuming algorithms of the library, namely image

segmentation and image classification, can achieve accuracy and speed of execution

6
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comparable to a desktop computer. These findings demonstrate that it is possible to run
sophisticated biomedical imaging applications on smart phones and other handheld

devices, which have the advantage of portability.

Ramlakhan et al. [9], presents a prototype of an image-based automated melanoma
recognition system on Android smartphones, the system consists of three major
components: image segmentation, feature extraction based on ABCD method, and
classification. Experimental result showed that the system was not highly efficient,
achieved an average accuracy of 66.7%, with average malignant class sensitivity of 60.7%
and specificity of 80.5<%. The paper presented two systems for the detection of melanoma

cases in dermoscopy images using texture and color features.

Karargyris et al. [10], have worked on an advanced image-processing mobile application
for monitoring skin cancer. The authors presented an application for skin prevention using
an inexpensive apparatus (microscope) and a smartphone (iPhone). These two components
standalone are sufficient to capture highly detailed images for use by experts with medical
background. Additionally, an advanced software framework for image processing backs
the system to analyze the input images. The main research goal was to demonstrate how
smartphones could turn into powerful and intelligent machines and help large populations
without expertise in low-resource settings. Their images database was small, and consisted

of only 6 images of normal cases and 6 images of suspicious case.

2.2.Related applications

In the related technology and applications, several applications are available that offer skin
self-examination and that aid the user in classifying skin lesions to benign or melanoma.
Based on previous review to this application [11], the performance of smartphone
applications in assessing melanoma risk is highly variable, and 3 of 4 smartphone

applications incorrectly classified 30% or more of melanomas as benign.
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The review show that this applications are not subject to any sort of validation or regulatory
oversight. Despite disclaimers that these applications are intended for educational
purposes, they have the potential to harm users who may believe mistakenly that the
evaluation given by such an application is a substitute for medical advice. This risk is of
particular concern for economically disadvantaged and uninsured patients. Because a
substantial percentage of melanomas are detected initially by patients, the potential effect

of such applications on melanoma detection patterns is particularly relevant.

We can conclude the following shortcomings in melanoma detection research and
applications, There is a problem in the accuracy of the results, and we can’t rely on existing
solutions in the diagnosis of the melanoma, even some of the proposed solutions constitute
a danger to the patients, so we need more research to improve the accuracy, other systems
and solutions have a good results in certain dataset, but when using a mobile camera results
we have inaccurate classification, this systems based on high-resolution images are not
always available, other systems were good in the diagnosis of some of the melanoma
features, but failed in the other, for example, the results were good in determining the color
of the lesion, but completely failed to identify properties such as symmetry and irregularity.

Through a review of previous results, and after discussing several systems, we find that we

need more work on improving the accuracy of the systems, through further research.
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Methodology

The significance of early melanoma diagnosis motivated the development of computer-
aided detection/classification (CAD) systems, the scientific community continues to work
toward improving the diagnostic performance and clinical integration of mobile CAD
technology, For this reason, we consider that reliable CAD systems for automated
detection/classification of melanoma lesions, will be very useful and helpful to supply a

valuable “second opinion” to melanoma self-examination.

We made a detailed review of techniques and systems of mobile melanoma detection
related mobile CAD systems, this review included methods and techniques, these systems
typically involve a hierarchical approach, first applying image preprocessing steps to
enhance suspicious structures in the image and then employing feature extraction and

finally the classification to better classify these features.

This work is focused to testing and examining new system to improve the following fields:
image preprocessing and image enhancing, accurate melanoma segmentation, features
vectors extraction and the classifiers accuracy to reduce classification errors. Our intention
is to build a more robust mobile system and implemented it on mobile environment to
expand the system possibilities in flexible image capture and storage, this system will
facilitate the analysis of melanoma lesions from mobile images and we consider it the

needed support to design, develop and evaluate more reliable and robust CAD systems.

3.1.Research task

The first research stage is determination of the related systems of the melanoma detection
systems, theoretical background of image processing algorithms, image segmentation, and
feature extraction and classification techniques, then design of melanoma detection
architecture based on the previous study, finally we implementing and testing the system
and validate of the results obtained by developed system. Based on related work in the

previous chapter, we suggests a general system architecture, during the thesis we will use

9
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this architecture and work to improve and examine the suitable algorithms to find the most

accurate results.

3.2.Proposed system architecture

State of the art of development and evaluation of melanoma detection using mobile
technology and feature-based classification techniques, based on digital image processing,
features extraction and classification techniques. Some examples of developed methods
with interesting results, in which is inspired this theses architecture are outlined in the

related work. Figure 3-1 shows the proposed system architecture.

[ Image Capture / SelectionJ Select image from SD card or

Capture from mobile cammera

( Select Image ROI J Crop the ROI and resize the image

( )
Image processing

Noise removal (Hair - shadow )
Morphological operations
Segmentation

Contour Extraction

Y

Feature Extration

ABCD Method

Y
Save result to XML file

. J

Y
Classification H Training Data XML file ]

Figure 3-1: Basic melanoma detection system architecture
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The theses objective is testing a set of melanoma detection algorithms on a mobile
environment, melanoma detection algorithms are based on digital image processing,
feature extraction and classification techniques, and we can reduce the insufficiency in
melanoma self-examination on mobile CAD platforms if we can find the best appropriate
algorithm, Therefore, the aim of the research is to work on each architecture part to improve
accuracy. The proposed research applied using experimental methods and developed from
quantitative point of view, the population of the proposed research is formed by164 images
from the public database in medical website [12], the same source used in related work, so
we can compare and evaluate the results. The population represents a sample of possible

normal or melanoma lesions that could be appearing in the algorithms evaluation process.

Next we will give a brief description of the proposed method of this used in examined in
the system architecture, including the main three parts: image processing, features

extraction and the classification.

3.3.Image Processing Operations

The image processing includes many of the details, from image capture using a mobile
smartphone, image preprocessing, then isolate the lesion area and find the contour, and
finally the use of various methods of image processing to extract the features based on

ABCD method.

3.3.1. Image capture / selection

We assume using two methods to capture and select the image. The first method, selecting
the image directly from the SD Card or any storage device connected to the mobile, the
second, capturing the image form the mobile camera.

There is no approved or clear method to identify the skin lesion areas using mobile
application, but some applications, for example, "Doctor Mole" in Google play store shown
in Figure 3-2 uses efficient virtual reality technique to capture the skin lesion in real time.

So, we need to find an effective way to identify and isolate the lesion from the skin.

11
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Risk
Asymmetry LOW

Border Low

Colour Low

"Press" for
Detailed Analysis

Figure 3-2: Doctor Mole application

3.3.2. Image preprocessing

The image cropped to square image with 300 pixel width to reduce the image processing
time in the mobile later. Then we must reduce the noise, especially the unwanted small
structures, such as fine hair, this can be done using simple noise removal filters like
Gaussian filter [13], however, this method has the disadvantage of blurring the region
boundaries. The best results have been obtained using Median filter [13], this kind of filters
take every pixel and replace it with the median pixel value computed in a given
neighborhood that depends on the image resolution. The principal drawback of these
methods is that they are applied to all the pixels into the images, whether they are noisy or

not. Morphological filter has also been evaluated, it strongly affects the lesion borders and
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should be avoided and used after the lesion segmentation task. We need to review and

compare the different approaches and may merge them to get proper results.

3.3.3. Image segmentation

The goal of this process is separating lesion from the surrounding skin. Image segmentation
is one of the basic techniques of image processing and computer vision. In general, image
segmentation is defined as a process of partitioning an image into homogenous groups such
that each region is homogenous, but the union of no two adjacent regions is homogenous
[14]. Also, the representation of an image is changed into something that is more
meaningful and easier to analyze and make it easier to select the region of interest. Image
segmentation is considered as the first step in medical image analysis applications, and also
one of the most critical tasks of image analysis. Accurate image segmentation significantly
helps in the process of extracting information and feature measurement (represented by
data), even help with the following higher-level tasks such as object classification. In our
case, melanoma detection depends on the skin lesions features; any mistake in the image
segmentation to find the lesion boundary may dramatically affects the lesion features such

as size, regularity, roundness and other characteristics.

It has been noted that none of the developed segmentation algorithms are generally
applicable to all images, and different algorithms are not equally suitable for particular
applications. Therefore, the goal of the research at this stage is to find and test an effective

and appropriate method of the existing image segmentation approaches.

There are too many algorithms in image segmentation field, two state-of-the-art techniques

in skin lesion segmentation were discussed in some important related work:
e Otsu’s method

e Mean shift segmentation Method

13
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OTSU’S THRESHOLDING METHOD:

If we assume that the lesion boundary to some extent clearly defined and distinct from the
background, then using a simple thresholding approach like Otsu's method is sufficient to
convert the image to a binary and separate the lesion from the background, Otsu’s method
is a non-parametric approach for global histogram thresholding [15]. It was developed to
calculate optimal threshold from image histogram. One of the advantages in this method is
focusing on nonparametric approaches, that support the process of automate the skin lesion
detection with the mobile application without user thresholding level selection or
adjustment, so Otsu method is one of the best automatic thresholding methods, the basic
principle in Otsu method is to split the image into two classes which are the objects and
the background. The automatic threshold is obtained through finding the maximum

variance between the two classes
Otsu’s thresholding Algorithm:

e Let/=][1,L] is the range of grayscale levels of image f(x,y) and p; is the

probability of each level

e The number of pixels with gray level i is denoted f; giving a probability of gray

fi

level i inanimageas p; = N

e The automatic threshold t that divides the range into two classes which are Co=[1,
..., tJand C1=[t+1, ..., L], the gray level probability distributions for the two classes

P1 P2 Dt Pt+1 DPt+2 PL
are C; — + ]C - [ + ]
1 2§=1pi 2§=1pi 2§=1pi 2 2%=t+1pi 2%=t+1pi 2%=t+1pi

_Thiip _ Zien P
e means for classes C1 and C2 are yu; = Z+— And pu, = F4H—
Zi=1 bi Zi=t+1 bi

e Let uy be the overall mean of the whole image. Obviously, by summing the parts,
it is easy to show that uy = By + Bou, Where By = Xi_; p;and B, = X,y p;

e From statistics, it is clear that the total sum of the probabilities is always equal to
onef;+ B, =1
14
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e Otsu defined the between-class variance of two classes C1 and C2 as

PZ = By(uy — #t)2+ B2y — .Ut)2

e The optimal threshold t is the value that maximize the between-class variance ¢

t =Max{c?(t)},1<t<L

MEAN SHIFT SEGMENTATION METHOD

In the previous section, we assumed that the lesion is clearly defined and this is not the
case always. Therefore, a more accurate segmentation algorithm is proposed, called pixels
clustering, which has the following advantages: first it’s based on pixel color, intensity,
and location, or a weighted combination of these factors not only on the color intensity.
Second, we have more than two regions as in the out's method, this may help in the case of
blurred edges or noisy skin. One of the simplest clustering algorithms is K-means algorithm
[16]. K-means is an iterative technique that is used to partition an image into K clusters,
pick K cluster centers, either randomly or based on some heuristic. K-means algorithm is
not appropriate for our case, we are looking for an automated non-parametric algorithm.
On the other hand, mean shift segmentation [17], used for clustering the feature vectors
associated with each pixel (e.g., color and position), but one of the most important
difference between K-means and Mean shift is the initialization of the cluster number k,
Mean shift a non-parametric algorithm does not assume anything about number of clusters

(as required in k-means).

Mean shift segmentation Algorithm:

Without discussing the complex mathematical proof to Mean Shift algorithm, the algorithm
can be summarized as follow:

1. For each point x; , Compute the mean to the feature vectors associated with each
pixel within the kernel, this step depend on the kennel size, we can use Gaussian

kernel, and the only parameter we need to initialize is the kennel size.

15

www.manaraa.com


http://en.wikipedia.org/wiki/Hue
http://en.wikipedia.org/wiki/Brightness
http://en.wikipedia.org/wiki/K-means_algorithm
http://en.wikipedia.org/wiki/Iterative
http://en.wikipedia.org/wiki/Cluster_analysis
http://en.wikipedia.org/wiki/K-means_algorithm

2. Compute mean shift vector, the distance between the point and the mean, m(xf).
3. Move the point by m(xf).

4. Repeat until convergence

5. All points associated with the same stationary point belong to the same cluster.

3.3.4. Maximum Contour Extraction

After image segmentation, morphological close operation could be used to remove the
small gaps within the lesion, then the contours are ready for extraction. " A contour is a list
of points that represent, in one way or another, a curve in an image. This representation
can be different depending on the circumstance at hand“ [18]. The contours are a useful
tool for shape analysis and object detection and recognition, they are used to find the lesion
shape properties, such as the lesion centroid, borders, roundness and regularity. The
OpenCV contour extraction implementation was based on border following algorithms

algorithm proposed in [19], the contours created are sequences of vertices (i.e. Points).

If the image has more than one contour, the largest contour area could be selected in most
cases, where the largest contour is assumed to be the lesion boundary. This assumption is
not always correct, in some failed segmentation cases, for example, with effect of light
reflections and shadows, the size of the contour is larger than two-thirds the entire image,
but the second largest area is mostly the lesion. Our proposed solution to this problem is to
filter the contours areas, which are larger than two-thirds or smaller the 10 pixels are likely
to be a noise and can be neglected. The return value from the contour extraction process is
a list of contours; each of them includes sequences of vertices. The following algorithm is
used to select the lesion contour from the contours list if the first greater than two-thirds

the entire image:

1. Find all the contours in the image, store them in a list;
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2. Sort the contours in the list and remove both the contours smaller than 10 pixel
and larger than two-thirds of the image (the two-thirds value may be changed
after testing later);

3. Find the maximum contour area;

4. And store the contour points sequence in a list to be used later.
We need to find both the contour "border" and the lesion area "fill”’; the border is used to
analyze the lesion shape features like the irregularity, and the "fill" to analyze color

variance and symmetry. The next step is to isolate the lesion area from the rest of the skin,

after the border was identified.

3.3.5. lIsolating the Lesion Area

To isolate the lesion region from an input image, the contour area is filled with solid color
and then used as a mask to the image. Flood-fill algorithm is used [13] to fill the contour

area, the algorithm goes as follows:
1. Select a seed point inside a region as shown in Figure 3-3(a);
2. Move outwards from the seed point as shown in Figure 3-3(b),

a. If pixel is not set, set pixel,

b. Process each neighbor of pixel that is inside the region;

3. And stop when no more seed points as shown in Figure 3-3(c).
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a b C

Figure 3-3: Flood-fill algorithm
From the left, a: select a seed point, b: move outwards to neighbors, c: stop when the region is
filled
After finding the lesion contour and isolate it from the image, the next step is to find the

lesion center, axis, orientation and other shape features. The next section discusses using

of moments to analyze and extraction of the center, semi-axes and orientation of the lesion.

3.3.6. Finding the centroid and the symmetry axis

The moments are features of the object, which allow a geometrical reconstruction of the
object. Moment function has been widely used in image analysis, since calculated moment
of a digital image not only describes the shape of the image’s global features generally, but
also provides a mass of different types of geometric feature information about this image,

such as size, location, direction, shape and so on [20].

The concept of algebraic invariable moment was proposed by Hu in his first paper about
the application of 2-D Moment in pattern recognition [21]. In order to understand the

characteristics of moment, some definitions are given as follows:

To any non-negative integer p andgq, the definition of (p + q) order moment on the plane

R of two-dimensional image model f(x,y,) is [20]:
— +0oo0 ~+0o D ~q d d
Mpq = J_o [ o X7 yUf (x,y)dxdy

For digital images, this equation can be written as
18
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Mpq = szpyqf(x;)’)
Xy

The first order moments contain information about the area mg o and center of gravity of

the object, the center(X, Y);

mio Mo
XC = m— T e—
A mg
my1 My

YC = =
A Mg

Where:

x oy

Moy = ) xf ()
x y

mo= ) Y yfy)
x oy

The Orientation @ can directly be derived from moments by the formula:

1 2
0 = —arctanL
2 H2,0 — Ho,2

Where 11, Hz0,Ho2 canbe derived from the first and second order moments:

Uy = My, Myp . Myo,q
1,1 = -
Moo Moo Moo
Mmyo mq o

Hap = ——— (—)°
Moo Moo
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3.3.7. Real time interactive image capture algorithm

We have discussed the image capture in section 3.1.1, and showed that the image can be
selected either from external storage SD card or captured from the mobile camera. There
are some points that need to be discussed when using a mobile camera, for example, we
assumed in the previous sections that the selected image from the SD card is ready to be
processed, and the lesion region of interest ROI is cropped. If the image contains a large
area of the skin in addition to the lesion, it is possible to get a lot of noise, shadows and
reflection, thus the image processing becomes very difficult. On the other hand, choosing
a very small image may leads to lose some parts of the lesion, so when the image is captured
from the camera we need a mechanism to automatically select and crop the lesion region,
this mechanism must be processed easily by the user, while ensuring full determination of

the lesion area and reduction the amount of skin around the lesion.

Augmented Reality (AR) can be used to assist the user in determining the success of the
process of taking picture in real time, this solution is used in doctor mole application in
section 3.1.1. In this research, the proposed algorithm to select the lesion from the mobile

captured image can be summarized as follows:
1. The user focus the mobile camera to lesion area.
2. Capture image with the mobile default mobile image, at frame rate 15 fps.

3. Cropped the centered 300 pixel square, work within it to reduce heavy

computation.

4. Do the image preprocessing, segmentation, thresholding, contour extraction as

described in previous sections.
5. Filter the noise contours area.

6. Find centroid of each contour.
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7. Select the nearest contour center to the 300 pixel square center.

8. Highlighted the contour area and enable the capture button then show message to

the user to click on it.
9. Select smallest rectangle that include this contour area.

10. While the user not pressed the capture button, or no contour discovered within

the target area, return to the first step.

11. Crop the selected area from the image and send it to more details analysis.

When the user clicks the capture button, the region automatically cropped to the smallest
rectangular around, the lesion contour is filled using flood-fill and masked. Now we have

small image with specified lesion.

The proposed solution needs more testing to the frame rate value and the captured image

area to have best performance.

3.4.Feature Extraction

The next step after selecting both the lesion area and contour is the feature extraction
depending on the method of ABCD. This section will discuss each feature in details;

Asymmetry, Border, Color, and Diameter.

3.4.1. Asymmetry

In ABCD approach for the evaluation of asymmetry, the lesion is divided into four
segments using the two axes which pass through the lesion centroid [4]. Many automated
algorithms achieve the ABCD rule and evaluate asymmetry across axes within the lesion
[21]. The results in section 3.1.6 are used to achieve the symmetry which define the centroid
and symmetry axis, the previous method depends mainly on the lesion boundaries without
consideration to the internal color. Knowing that the symmetry definition is measured

based on both border and internal color, but from observation to a large number of lesions
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and the testing on a melanoma dataset, internal lesion color and details do not carry a lot

of impact to determine the lesion center and axis, and might cause significant delay.

Based on the results in section 3.1.6, we find the lesion centroid, symmetry axes and the
lesion orientation. The first step rotate the lesion to fit both the horizontal and vertical axis,
and the symmetry obtained by overlapping the two halves of the lesion along the principal
axes of inertia, and dividing the non-overlapping area differences of the two halves by the
total area of the lesion. An asymmetry index is computed for both axes using the following

definition:

AA
Asymmetry index = R

Where AA is the nonoverlapping area between the original and reflected masks, and A is

the area of the original mask.

3.4.2. Border

There are different measures to calculate border irregularity, such as shape compactness or
circularity (sometimes it is expressed as shape factor) [22], and usually associated with the

2
ratio C = PI , Where C is the value of shape compactness, A is the shape area and P is the

shape perimeter. For a circle is simple and is given by C = iz the factor 4w used to
P

normalize and ensures that C equals 1 (the lowest possible value) for a circle so we have

the compactness index equation.

Compactness index =
p 4.7.A

The reciprocal 1/C is sometimes called the Roundness of an object [23].

Roundness = 41 —
p
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Similarly, we use the ratio of the lesion area to the circle area with the same perimeter. This
formula used in [22-23-24] as a measure of shape irregularity, where A is the area within
the lesion contour and P is the perimeter of the lesion contour. The maximum value of the
compactness index is 1, and occurs when the lesion contour is a circle. The value of

compactness index decreases as the lesion contour becomes more irregular.

Another border irregularity was computed in [24], where irregularity is defined by the

formula;

P
Irregularity = 1

This ratio depends on the size of the skin lesion, therefore, the calculation of the irregularity

1s more correct as the ratio:

P
Geatest Diameter

Irregularity =

Another border related feature calculated in [25] is the Hull/Contour Ratio (HCR), this is
defined as the ratio of lesion convex hull to the perimeter. The convex hull of a contour is
the smallest polygon that encloses it [26]. Lesion with notched, ragged edges should have

more convexity defects than a smooth lesion.

3.4.3. Color

One of the early signs of melanoma is the lesion color and color variance, melanoma cells
are often colorful around brown, or black, depending on the production of the melanin at
different depth in the skin. Color description is mainly statistical parameters calculated
from different color channels. In [24] the RGB (Red, Green, blue) and the HIS (Hue,
Intensity, Saturation) were analyzed, and the color variation was calculated by measuring
standard deviation, while the lesion average color was computed from both RGB and HIS.
In [27] the RGB (Red, Green, blue) and HSV (hue-saturation-value) were analyzed.
Therefore, the minimum, maximum, average and standard deviations of the RGB and HIS

measured.
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3.4.4. Diameter

Melanoma tends to grow larger than common moles, especially those with 6mm diameter.
Because of the irregular forms of the lesion, the minimum bounding circle is used to find
the greatest diameter, and the minimum bounding rectangular is used to find the width and
height of the lesion region ROI, where all images are assumed to be scaled to 1:1. Scaling
task is not easy, since many of the dataset images used in this thesis were selected from the
Internet without information about the image scale. Besides, the captured images from the
camera depend entirely on camera zoom and distance, which are unknown values and
difficult to estimate. On the other hand, it is important to use the size property in the
classification task. Therefore, the size property has been used in both feature extraction and

classification process, and has been included in the classification model.

3.5.Classification

These sections discuss the classification concepts and methods. Classification is a shared
concept used in many fields, such as data mining, machine learning and expert system.
Before starting the review of the used classification methods, we will discuss some general

concepts related to the classification, such as data mining and machine learning.

Machine learning investigates how computers can learn (or improve their performance)
based on data [28]. Machine Learning field is a branch of Artificial Intelligence, in which
machines are prepared to imitate intelligent skills of humans. Machine learning is
programming computers to optimize a performance criterion using example data or past
experience [29]. Machine learning can be used when we do not know an exact algorithm
to solve a task, but we can provide enough data to learn from (e.g. hand-written text
recognition).

A main research area is for computer programs to automatically learn to recognize complex
patterns and make intelligent decisions based on data. For example, a typical machine
learning problem is to program a computer so that it can automatically recognize

handwritten postal codes on mail after learning from a set of examples.
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There are many similarities between data mining and machine learning. For classification
and clustering tasks, machine learning research often focuses on the accuracy of the model.
In addition to accuracy, data mining research places strong emphasis on the efficiency and
scalability of mining methods on large data sets, as well as on ways to handle complex

types of data and explore new and alternative methods.

Data mining is a process to extract the implicit information and knowledge which is
potentially useful and people do not know in advance, and this extraction is from the mass,

incomplete, noisy, fuzzy and random data [30]

Data mining use automated data analysis techniques to uncover previously undetected
relationships among data items by analysis of data stored in a data warehouse. Three of the
major data mining techniques are regression, classification and clustering. Data Mining,
also popularly known as Knowledge Discovery in Databases (KDD), refers to the
nontrivial extraction of implicit, previously unknown and potentially useful information
from data in databases. While data mining and knowledge discovery in databases (or KDD)
are frequently treated as synonyms, data mining is actually part of the knowledge discovery

process.

So we can look at our system as a Machine learning system, where a melanoma dataset
available and we need to build a classification system based on this data to classify the new

cascs.

Another concept we are discussing is Supervised Learning. Basically, the supervision in
the learning comes from the labeled examples in the training data set, for example, in
melanoma case, the melanoma training examples are labeled as benign or cancer, which

supervise the learning of the classification model.

Methods of feature extraction and selection described in the previous sections. In order to
classify each image based on those extracted features, a classification method is required
to distinguish between melanomas and benign lesions. Classification “is a form of data

analysis that extracts models describing important data classes. Such models, called
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classifiers, predict categorical (discrete, unordered) class labels” [28]. Four different
classifiers will be discussed in the next section: k-Nearest Neighbors (KNN), Support
Vector Machine (SVM), Artificial Neural Network ANN and the Decision Tree classifier.
The goal is to find the best classifier from previous methods and implement it into our

system, selection was based on related work that we discussed in chapter 2.

3.5.1. KNN classification algorithm

KNN is one of the simplest and rather trivial classifiers, which memorizes the entire
training data and finds a group of k training set that are closest to the test object, and bases
the assignment of a label on the predominance of a particular class in this neighborhood
[31]. There are three key elements of this approach: a) a set of labeled objects, e.g., a set
of stored records; b) a distance or similarity metric to compute distance between objects;
and c) the value of k, the number of nearest neighbors. To classify an unlabeled object, the
distance of this object to the labeled objects is computed, its k nearest neighbors are
identified, and the class labels of these nearest neighbors are then used to determine the

class label of the object (see Figure 3-4)
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Figure 3-4: The principle of the nearest neighbor (NN) classifier.
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Similarity or Closeness between objects is defined in terms of a distance metric, such as
Euclidean distance. The Euclidean distance between two points or tuples [28], says
x1 = (X11,X12, X13, -+ +» X1)
And x, = (X1, X22,X23, ey X29)

Then the distance between x1 and x2 is

n
dist(xy,x;) = Z(x:u — X2)?
1

Few years ago, this method could not be applied on mobile applications due to the
limitations of mobile memory and processing units, but as a result of the great development
on the processing and storage components in mobile devices nowadays, good results in

terms of speed and accuracy are expected to prove the possibility of using KNN method.

3.5.2. SVM classifier

The second classification technique is Support Vector Machines (SVM), one of the most
robust and accurate methods among all well-known algorithms [31]. It has a theoretical
foundation, requires only a dozen examples for training, and is insensitive to the number

of dimensions.

In a two-class learning task, the aim of SVM is to find the best classification function f (x)
to distinguish between members of the two classes in the training data. The metric for the
concept of the “best” classification function can be realized geometrically. f(x) that

passes through the middle of the two classes, separating the two. Once this function is
determined, new data instance Xn can be classified by simply testing the sign of the

functionf (x); x belongs to the positive class if f (x) > 0 as shown in Figure 3-5.
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Figure 3-5: SVM Linearly separable data

Support vectors

Maximize
margin

Figure 3-6: SVM with many possible separating hyperplanes.

3.5.3. Neural networks classifiers

28

SVM additionally guarantee is that the best function is found by maximizing the margin
between the two classes. Intuitively, the margin is defined as the amount of space or
separation between the two classes. This is why (during the learning or training phase) the

SVM searches for the largest margin, that is, the maximum marginal hyperplane (MMH).

An Artificial Neural Network (ANN) is an information processing paradigm inspired by
the way biological nervous systems, such as the brain and process information. The key
element of this paradigm is the novel structure of the information processing system that

composed a large number of highly interconnected processing elements (neurons) working

www.manaraa.com



in unison to solve specific problems. ANNs, like people, learn by example. ANN is
configured for a specific application, such as pattern recognition or data classification,
through a learning process. Learning in biological systems involves adjustments to the

synaptic connections that exist between the neurons, which is true for ANNs as well.

Neural networks, with their remarkable ability to derive meaning from complicated or
imprecise data, can be used to extract patterns and detect trends that are too complex to be
noticed by either humans or other computer techniques. A trained neural network can be
considered as an "expert" in the category of information that has been given to analyze.
This expert can then be used to provide projections given new situations of interest and

answer "what if" questions.

The model used is multilayer perceptron; it is a feed-forward [32] artificial neural network
model that maps sets of input data onto a set of appropriate output. It is a modification of
the standard linear perceptron as it uses three or more layers of neurons (nodes) with
nonlinear activation functions, and is more powerful than the perceptron as it can

distinguish data that is not linearly separable, or separable by a hyper-plane.

3.5.4. Decision tree classifier

The final classification model tested is J48 classifier, it’s a simple decision tree for
classification, was chosen because it is easy to implement and apply to mobile platform.
J48 creates a binary tree, and with this technique, a tree is constructed to model the
classification process. Once the tree is built, it is applied to each tuple in the database and
results in classification for that tuple. While building a tree, J48 ignores the missing values;
for example, the value for that item can be predicted based on what is known about the
attribute values for the other records. The basic idea is to divide the data into ranges based
on the attribute values for that item found in the training sample. J48 allows classification

via either decision trees or rules generated from them.
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4.  Implementation

This chapter presents the implementation of this research, it describes both the software
tools and hardware equipment used to build and test both the internal modules and the end-

user system, then it shows the experiments and procedures for the proposed methodology.

4.1.Software

An appropriate android programing library is required for image processing and machine
learning fields. OpenCV (Open Source Computer Vision Library) is one of the best library
in android platform. It is an open source computer vision and machine learning software
library [33] that was built to provide a common infrastructure for computer vision
applications. The library has more than 2500 optimized algorithms, which includes a
comprehensive set of both classic and state-of-the-art computer vision and machine
learning algorithms. OpenCV is a free library that support windows and also has C++, C,
Python, Java and MATLAB interfaces [34]. On the other hand, more than one option is
available, such as ml4android [35] that attempts to use a wide range of algorithms. The
Android version of Weka [36] is a collection of machine learning algorithms for data
mining tasks [37] that is also used for machine learning. The algorithms can either be
applied directly to a dataset or called from java code. Weka contains tools for data pre-
processing, classification, regression, clustering, association rules and visualization. It is
well-suited for developing new machine learning schemes, and is also used in classification

testing.

Weka has been adopted in this research for the following reasons; first, it’s one of the most
popular machine learning tools with implementation to most ML algorithms. Second, two
versions of Weka are available; desktop and android library, which can be used for testing
and in mobile systems, respectively. Finally, its java based and open source that make it
easy to integrate with android platform. The implementation in this research goes through
the following steps, first, testing the image processing algorithms using the windows
version of the OpenCV before using the android version of the library, and second, using
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the windows version of Weka to test the best classification algorithm to be used in mobile

systems using Weka for android library.

4.2.Hardware

Android platform has been chosen in this research as mobile devices are promising and has
a wide range of ideas in this field. Android is the fastest growing mobile platform; millions
of devices (namely, mobile phones, tablets, etc.) run Android [38]. It has two main features;
first, most of the applications are available at a single place, which is natively supported
by the platform where anyone can make his application publicly visible while users know
where they can find it. Second, it is a platform for which the development is supported very
well; it uses one of the most common programming languages Java, and there are lots of

tutorials and support especially for its SDK (Software Development Kit).

The system will be tested using eclipse IDE with virtual simulator, and for more accurate
results, the final version of the system will be tested on several android based device with

different storage and CPU capabilities, such as galaxy tab 3, galaxy note and nexus tab.

4.3.Dataset

The date set used includes 164 images collected from the web site in [12], the same source
used in related work. The dataset used 1s balanced, include 48.7% labeled as melanoma
and the rest 51.3% benign lesion, this dataset used in feature extraction and classification.
Another dataset captured with mobile camera to prove the success of the mobile image
capture and ROI selection, firstly, the dataset features have been extracted and stored in a
database using a java program in Eclipse environment, the used set stored in CVS Excel
file then converted to REFF Weka file to test the classification. After the success in the
image processing and the classification testing, depending on the results and the features
database; implemented a mobile application to prove the proposed method, android
OpenCV have been used in the image processing, and the Weka android version API in

classification.
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4.4. Experiments procedures

As previously noted, first phase described the implementation of a program to extract the
image features, we have 12 feature in the dataset, and then the extracted features stored in
a database. To complete this, we need to programing a tool for image processing according
to the procedures in the proposed method. Next the Weka can be used to test the different

classification techniques and finding the best and most accurate one.

Then to prove the success of the image processing and classification in the mobile
environment, we need to implement the program of Mobile uses the best image processing
methods as well as the best way found in the classification testing, eclipse environment

with OpenCV and Weka APIs are used in this application.
The next procedures summarize the experiments and implementation work
1. Select the image data set

2. Test and find the best image processing methods (noise removal — segmentation —
automatic ROI selection — features extraction), as we discussed in the proposed

method
3. Implement application to extract the image features and store them in the database

4. Using Weka to find the most accurate classification technique with database in

step2

5. Implement mobile application based on the results in step 2, 3, 4. The dataset from

step 3 used as training dataset classification technique.
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Results and Evaluation

This section presents the experimentation of the proposed methodology, where both image
processing operations and different classification techniques will be discussed. The data
set used includes 164 images form the internet [12] where 14 images of them failed in
image processing stage, so the actual number of images used in classification was 150. All
images were captured by a normal camera with up to 5 megapixel; neither special

equipment was used nor a high resolution camera customized for medical purposes.

5.1.Image processing results

Initially, the image is processed as mentioned earlier to remove the unwanted noise. We
have two main sources of noise, the light reflection and the hair. The former source is the
most annoying problem, due to uneven lighting in most of the captured images especially
in hands and faces. Figure 5-1shows the noise removal filters results; “A” is the original
image, “B” when using Median Blur the reflections are significantly reduced and the fine
hair completely removed, "C" use Close Morphological Operation the hair removed but
the reflections increased, “D” the Gaussian Blur with bad effects on the lesion boundary.
Median filter shows the best results where both hair noise and light reflection are

significantly reduced.
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A Original B Median C Morphological D Gaussian

Figure 5-1: Results of using noise removal filters

After the noise removal phase, the image is converted form RGB mode to HSI, then the
intensity channel is extracted and converted to gray scale, and finally, segmentation
algorithm is used to isolate the melanoma region from the skin. Otsu method tested on
some images from the dataset, it fails to extract the lesion ROI in more than 30% of the
image as shown in Figure 5-2. Otsu thresholding method is inappropriate due to the
following: first, it is very sensitive to noise even after using noise removal algorithms like
median blur filtering, and the texture of the skin increased this problem as shown in
Figure 5-3. Second, the problem of skin shadows; Otsu algorithm assumes there are two
clear and separated regions while this is not the case with hand and face images which have

shadows in the corners. In an attempt to overcome these problems, Mean Shift
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Segmentation algorithm is tested and the Otsu method used to binaries the resulting image.
As shown in Figure 5-3, the output of the Mean Shift Segmentation algorithm is RGB
image with reduced color. Using Otsu thresholding on the segmented image produce good
results, because most of the shadow and skin texture problems are resolved by the

segmentation step.

Samplel
Sample2
A B C

Figure 5-2: Otsu image segmentation method

“A” Median Blur Filtering, “B” extract Hue channel from HSI image, “C” Otsu Segmentation
g g g
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Samplel

o TSN

Sample2
A B C

Figure 5-3: Mean segmentation method
“A” The image before any processing, “B” Image with Mean Shift Segmentation and Median Blur
filtering, “C” Otsu Segmentation

The next step after the segmentation process is to find the best lesion contour; there are two
problems in the contours results, first, the presence of more than one lesion or noisy areas
in the image as shown in A, B, C from Figure 5-4. Second, the large contours resulting

from shadows and light reflection shown in D, E, F from Figure 5-4.

The proposed solution for these problems is filtering the contours areas as discussed in
section 3.1.5, the contours larger than two-thirds or smaller the 10 pixels are removed. In
in Figure 5-4. A and D show the images before segmentation and contour extraction. B
shows the image with three noisy contours while E shows lesion contour with large shadow

area contour. C preset the image after applying the contour selection algorithm as discussed

36

www.manharaa.com




in section 3.1.5, and select the largest contour area after removing the noise, and finally, F

show the selection biggest contour after removing shadow and reflection area.

Sample 1

A B C

Sample 2

D E F

Figure 5-4: Selecting the best lesion contour

The noise filtering to contours with smaller than 10 pixels or greater than two-thirds of the
image size depends on testing the dataset to determine the nature and size of the contours
generated by the noise and light reflection problems, so that leads to the best possible

results, and this value depends directly on the size of the images used in the system.

Next, it is easy to determine both the centroid and the semi axis in the extracted contour in
the previous step. Firstly, as discussed in section 3.1.7, calculate the moments to the
contour and find the centroid and orientation from the moments, then use the centroid and
orientation (namely, semi axes) to find the first and second symmetry axis, Figure 5-5 show

the centroid and axis extraction.
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A B C D

Figure 5-5: Lesion centroid and semi axis

As shown in Figure 5-6, Flood fill algorithm is implemented starting from the lesion
centroid to get the mask image, and the resulting image shown in C was used as a mask to

the input image to get the isolated lesion in D.

The border image “Contour image” B, will be used to find features related to the lesion
borders shape and irregularity. On the other hand, the isolated lesion shown in D used to
find a symmetry about the axes that found previously and analyze both the lesion colors

and size.

A B C D

Figure 5-6: Using Flood fill algorithm to isolate the lesion
A the input image, B the contour of the lesion, C flood-fill the contour, D the input image masked with
the flood-fill image

Up to this stage and before discussing the process of melanoma feature extraction based on
the ABCD, the image processing operations were used to determine the edges of the lesion

and isolated it from the rest of the skin. This part discusses the user interface to facilitate
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images capturing, and also to overcome the various problems arising while an image is

captured.

Figure 5-7 shows the implementation and the user interface related to the algorithm
discussed in section 3.1.8. The system automatically detects the lesion, highlights it and
enables the capture button. In case of more than one lesions, the nearest one to the circle in
the middle is selected, any lesion greater than the circle area or smaller than 10 pixel is
removed. Finally the smallest rectangular around the lesion is selected and ROI is cropped.
Several modifications are added to the interface to get the required accuracy, such as
camera auto-focus, camera zoom and image capture frame rate 15 fps to work in real time.
In addition, filtering of noise is improved by isolating areas outside the center of the image

and remove areas of small or very large size.

The region we work

within it to reduce

heavy computation
400 Pixel

.ail Carrier = 12:08 PM

The target region, the
mobile camera
focused to lesion, if
the lesion center
within the circle, it
highlighted and
enable the capture
button

The camera screen
Captured at 15 FPS

Figure 5-7: Melanoma lesion image capture interface
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5.2.Feature Extraction

Depends on the results of the previous section, the borders of the lesion and the required

ROI are determined, then, the ABCD melanoma features are extracted. The first feature is

Asymmetry, which can be extracted using the approach in section 4.2.1, the lesion firstly

rotated to the X symmetry axis which passes through the lesion centroid, X asymmetry

obtained by overlapping the two halves of the lesion, and dividing the non-overlapping

area by the total lesion area. Finally, repeat the same process for the Y axis to find the Y

asymmetry index. Results are shown in Figure 5-8.

Image Rotated Image X axis symmetry Y axis symmetry

Asymmetry index

X-axis =.510
Y-axis =.281
X-axis = .397
Y-axis = .609

Figure 5-8: Lesion X,Y Asymmetry samples

The second feature is the Border irregularity that has been previously discussed in section

4.2.2, this feature, as shown in Figure 5-9, includes convex hull, HCR, roundness and

irregularity. Note that some of these features may be ineffective in the classification
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process, and some of them did not give good results, however, all related features are

calculated and the process of determining their impact is left to the classification stage.

Image Convex hull HCR Roundness | Irregularity
920 719 2.88
.892 .620 2.81
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.897

529

2.63

791

523

3.22

Figure 5-9: Lesion Border property

The third feature is the Color variance, the means and standard deviations of the lesion

RGB values computed. Both the source image and the mask image were used, and the

subset of pixels from the source image that correspond to pixels in the mask are also

calculated. The color variance sample results are shown in Figure 5-10.

Image

Mean Color

R Mean 86.6 116.5 51.8
B Mean 57.9 81.8 46.5
G Mean 43.7 56.2 49.7
R Std. 25.1 245 25.9
B Std. 21.7 21.0 23.3
G Std. 19.2 16.7 22.9
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Figure 5-10: Color Mean and standard deviation analysis

The final feature is the Diameter, all images are assumed to be scaled to 1:1 to simplify
the computation. It is not easy to implement algorithms to resize the images to 1:1 scale
due to the lack of information (namely, actual size) for images from the Internet, and even
the images captured from the mobile camera depend on the focus and zoom. Therefore,
only images dataset with known size is used, then the properties related to Diameter ,such
as minimum bounding rectangle, smallest enclosing circle, area, diameter to the smallest
circle, contour perimeter and width and height to the minimum bounding rectangle are

computed as shown in Figure 5-11.

Image
Boundaries
Area 4599.5 3069.5 4378.0
Diameter 98.3 102.4 105.9
Perimeter 283.4 269.8 297.9
Radius 49.2 51.2 52.9
Width 78 82.0 101.0
Height 94 81.0 68.0

Figure 5-11: Lesion size properties
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5.3.Classification

The following section presents the classification process of skin lesions using both the
proposed system and the methods described in Chapter 3.3. The results of feature extraction
process have been stored in a file; the features include 12 attributes for each record, 73
instances are classified as melanoma, 77 instances as benign case and the rest 14 instances
are not classified (namely, failed in previous image processing stage); a WEKA program
is used for testing the classifiers. The used classifiers are k-Nearest Neighbors (KNN),
support vector machines (SVM), Neural Networks (ANN) and Decision Tree (DT), where

sensitivity, specificity and accuracy of results are calculated for each classifier.

This section presents the implementation of the final results. The research work attempted
to achieve the following: a) improving the process of image capturing, overcoming the
problems related to noise and light reflection, and c) improving the results by using more
than one way. However, there is a percentage of error in the image processing results,
where the system failed to identify 14 out of 164 images in the dataset. The percentage of

finding the lesion contour boundary is 91.5%.

K-Nearest Neighbors (KNN) is the simplest classifier used throughout this thesis. Table 5-1
presents the KNN classification results, where the dataset is spited to 66.0% for training
and 34% for testing, the K value is tested for the values 3,4,5 and the best result achieved
with k=3.

Table 5-1 KNN classification results

Correctly Classified Instances 45 88.2353 %

Incorrectly Classified Instances 6 11.7647 %
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The performance assessment of the classifiers used in this study is based on a comparison
between the label assigned and the results achieved. Thus, the applied measures include a
count of True Positives (TP), False Positives (FP), True Negatives (TN) and False
Negatives (FN), where:

a) TP: is number of images correctly classified as melanomas,
b) FP:is number of images misclassified as melanomas,
c) TN: is number of images correctly classified as nevi, and
d) FN: is number of images misclassified as nevi.
The explanation of these measures could be simplified by the concept of confusion matrix

that can illustrate the number of correct predictions in relation to the expected label. Each

column represents the label in a predicted class.

Table 5-2 KNN Confusion Matrix, split the dataset to 66.0% training and the remainder testing

Predicted Class
Melanoma (1) Normal (2)
Melanoma (1) TP 20 FP 4
Actual Class
Normal (2) FN 2 TN 25
Sensitivity = 0.909 | Specificity =0.862 | Accuracy = 0.88

Table 5-2 presents a confusion matrix to the KNN algorithm, where the Sensitivity,

Specificity and Accuracy results were calculated as follows:

TP
PP = 20/(20+2) = 0.909
Sensitivity TP + FN ( )
Specificity = — N = 25/(25+4) = 0.862
pecificity = TN + FP ’
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TP+TN

Accuracy =

TP+TN + FP +FN

= (20425)/(20+2+25+4) = 0.882

Table 5-3 presents the results of the same previous experiment using cross-validation

method instead of splitting the dataset into training and testing.

Table 5-3 KNN Confusion Matrix with cross-validation method

Predicted Class
Melanoma (1) Normal (2)
Melanoma (1) TP 68 FP 5
Actual Class
Normal (2) FN 6 TN 71
Sensitivity = 0.92 Specificity =0.93

Accuracy = 0.93

The previous performance assessment has also been implemented for other classifiers

discussed previously, namely, SVM, ANN and DT, where the results for these classifiers

are shown in Table 5-4, Table 5-5 and Table 5-6, respectively, for more accuracy the cross-

validation is used
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Table 5-4 SVM classifier Confusion Matrix

Predicted Class
Melanoma (1) Normal (2)
Melanoma (1) TP 23 FP 1
Actual Class
Normal (2) FN 2 TN 25
Sensitivity = 0.92 Specificity =0.96

Accuracy = 0.94

Table 5-5 Neural Networks classifiers Confusion Matrix

Predicted Class
Melanoma (1) Normal (2)
Melanoma (1) TP 23 FP 1
Actual Class
Normal (2) FN 4 TN 23
Sensitivity = 0.85 Specificity =0.96

Accuracy = 0.90

Table 5-6 Decision Tree classifier Confusion Matrix

Predicted Class
Melanoma (1) Normal (2)
Melanoma (1) TP 20 FP 4
Actual Class
Normal (2) FN 2 TN 25
Sensitivity = 0.91 Specificity =0.86

Accuracy = 0.88

As described in Figure 5-12, the visualization of the decision tree shows the greatest impact

of certain features, such as the color (especially, the red standard deviation and the green

mean) and the border irregularity. All the 12 extracted features are tested and used in the

DT.
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Figure 5-12: Decision Tree visualization

Figure 1-1 presents a comparison between the four classifiers in an attempt to perform a

final assessment of the best results achieved.

0.98
0.96
0.94
0.92

0.9
0.88
0.86
0.84
0.82
0.8
0.78
KNN SVM ANN DT

M Accuracy M Sensitivity M Specificity
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Accuracy Sensitivity Specificity

KNN 0.88 0.91 0.86
SVM 0.94 0.92 0.96
ANN 0.90 0.85 0.96
DT 0.88 0.91 0.88

Figure 5-13 Comparison between the four classifiers

Based on the previous graphs, the best results achieved are with the SVM classifier, and
the results look convergent in the various classifiers. The accuracy with KNN, DT, ANN
and SVM classifiers are 88%, 88%, 90% and 94%, respectively. The implementation phase
of the system depends on both SVM and KNN classifiers, despite SVM classifier shows
the best accuracy. The KNN classifier is adopted for the final system, because SVM
classifier gave only a certain percentage of the risk of the disease, while it is also necessary
to show similar cases to be more convincing to the user. KNN classifier used in the system

to identify the nearest cases fast and easily.

Last but not least, the system is implemented using the OpenCV image processing library,
and the Weka for android machine learning library as well as other methods and algorithms
that were previously discussed in the research, the system was examined on a dataset of

images to verify the results reliability.

Previous results are considered well compared to other related work in the same field, the
success in image processing (ROI selection and features extraction) is 91%, and in the final
classification 94% in the best case and 88% in the worst case, the proposed system have
been implemented in different virtual and real mobile environments to test the accuracy,

flexibility and usability.
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Conclusion and Future Work

This chapter presents the main conclusion and the future work of this research. The future
work is pointed out as opportunities for improving the system by handling obstacles faced

in the current work.

In this work, we developed an automatic system for preliminary diagnosis of melanoma
based on the well-proven commonly used ABCDE medical procedure. The proposed
system combines the ABCDE method with the image capture and processing capabilities
of smart phones to achieve fast, affordable, easily available and highly accurate melanoma
diagnosis. The system includes multiple modules for handling various steps of the method
such as: image capture, noise removal, lesion segmentation, features extraction and, finally,

classification (diagnosis).

In the presented method, after capturing the image using the smart device’s camera, the
region of interest is automatically determined using automatic lesion detection and
selection in real time. The next step is noise removal where the extracted region of interest
is cleaned from hair and light reflection is removed. Next, the lesion contour is selected
using two segmentation algorithms Otsu’s and Mean shift segmentation. These two
techniques were selected after experimenting with various segmentation alternatives in
order to get the best and most accurate results. In the final steps of the method, the ABCDE
melanoma features were extracted and the KNN classification method applied to reach a

diagnosis. The proposed solution used 12 different Melanoma features.

The KNN classifier is selected after examining a number of other classifiers. Using the
Weka data mining application, the following classifiers are tested KNN, SVM, ANN, and
Decision Trees (DT). The test data set included 164 sample images. 14 images are not well
captured and failed in image processing (lesion selection or features extraction), and, thus,

could not be used in the classification step. The remaining 150 cases are successfully
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processed and their ABCDE feature sets input to the classifiers. SVM scored highest

accuracy of 94%, while KNN scored minimum accuracy of 88%.

The mobile application is built using the Eclipse environment with OpenCV and Weka
APIs, and implemented the image processing methods and KNN classifier. The final

application is tested on the same training dataset.

Having described our work above, a number of conclusions and comments should be made
here. First, taking into consideration that the system performs its analysis in real time, and
that it plays a role for only initial diagnosis (not final), the achieved performance level is
more than adequate. The results are promising and successful, compared with the related
work that used the same database. The results show that color features play a decisive role

in the classification of skin lesions.

Second, the implemented system has been published as an android application on the
Google App Store. This provides a good opportunity to examine the application further

and get feedback comments and observations from the different users.
Third, during this research project we faced the following obstacles:

e The differences in the mobile camera properties and specifications, for example
some smart phones does not support the auto-focusing and flashlight, which led to

some problems with shadows and reflections.

e The large storage space required for OpenCV libraries in the application package
when using Static initialization development approach. On the other hand, using of
Async initialization development approach requires installing OpenCV libraries
from the Google play store, which results in some problems in both the usability

and permission of the application.

e Most images used in the features extraction stage are from the Internet without

information about the patients, such as age, lesion location, family medical history
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and the sex of the patient, which affects the classification accuracy. The future work

will enhance the data to include all this information in the classification model.

e Lack of information about image size from the Internet, namely, scale and zoom,

which affect the accuracy of the final classification process.
Based on the above obstacles we can suggest the following opportunities for future work:

e Improve the classification process by adding more patient details (age - sex - lesion
position - family medical history) beside the features that have been extracted from

the images.

e Tracking and evaluating the lesion size over time, for example, storing the lesion

size during varying periods of time and compared the changes

e Make the system suitable to various mobile devices. That needs to study more

characteristics of various types of mobile phones
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Appendices

Appendix A: Data Analysis

A B (& D E F G H | J K L M N
1 |RMean [GMean BMean Rstd ‘Gstd Bstd Xsymmett Ysymmetr HCR 'Roundnes minEnclosiIrregularity Classification
2 70.9 421 394 266 173 1438 0.34 048  0.898  0.66 0.4 299 M
3 58.9 53.5 54.7 244 23.9 24.7 0.33 0.4 0.82 0.55 0.46 3.1 M
4 80.2 52.2 38.8 16.5 13 11.1 0.49 0.29 0.92 0.72 0.41 287 M
5 59.5 48.6 48.1 224 19.3 19.8 0.35 0.19 0.92 0.71 0.48 2.7 M
6 972 694 766 167 121 8.6 0.64 076 081 051 0.39 34M
7 89 60.2 61.7 22.21 20.88 21.71 0.437 0.397 0.78 0.47 0.52 3.17 M
8 88 65.3 60.6 17.3 14.6 14.5 0.31 0.34 0.78 0.52 0.3 3.64 M
9 103.9 38.4 24.8 19.8 12.7 10.2 0.272 0.762 0.875 0.55 0.55 285 M
10 954 574 316 205 184 169 0.83 1.82 0783  0.33 0.65 3.25M
1 94.1 59.4 45.4 22.6 18.9 15.1 0.64 0.37 0.89 0.96 0.33 3.09 M
12 921 745 814 3604 313 38.3 0.42 041 078 045 0.55 3.16 M
13 101.5 68.6 415 35.3 214 16.7 0.42 0.29 0.93 0.74 0.43 277 M
14| 1264 991 607 377 296 316 0.36 029 085 059 0.47 2.98 M
15 127.3 83.4 52.9 33.2 20.9 23.9 0.24 0.21 0.87 0.67 0.27 3.27 M
16| 1432 778 445 428 212 166 0.31 035 093 077 0.35 2.89 M
17 109 67.8 32.2 15.8 13.7 13.2 0.5 0.37 0.87 0.55 0.56 282 M
18| 1086 733 247 235 201 139 0499 099 073 034 0.54 3.67 M
19 84.9 56.9 25.9 25.9 17.4 14.4 0.41 0.47 0.83 0.49 0.53 3.08 M
20| 1392 731 303 18 173 153 0.66 073 075 04 0.43 3.71M
21 116.6 79.1 60.3 13.6 14 13.9 0.48 0.52 0.83 0.57 0.42 3.18 M
22| 1199 707 60 8.1 8.5 7.6 0.36 0.67  0.93 0.7 0.48 27 M
23 43.3 33.5 33.2 17.4 9.72 8.5 0.193 0.48 0.92 0.72 0.41 28 M

Figure 0-1 the 12 Features calculated from the Lesion ROIs
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Table 0-1 the extracted features description

The feature

Description

1 | RMean The Mean for the Red color in the RGB image mode

2 | GMean Mean Green for the color in the RGB image mode

3 | BMean Mean Blue for the color in the RGB image mode

4 | Rstd The stander deviation for the Red color in the RGB image mode
5 | Gstd The stander deviation for the Green color in the RGB image mode
6 | Bstd The stander deviation for the Blue color in the RGB image mode
7 | Xsymmetry The x-axis symmetry , the nonoverlapping area around X axis

8 | Ysymmetry The y-axis symmetry , the nonoverlapping area around Y axis

9 |HCR Hull convex ratio

10 | Roundness The lesion roundness

11 | minEnclosingCircle | The lesion minimum enclosing circle

12 | Irregularity The lesion border Irregularity
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Preprocess | Classify | Cluster | Associate

| select attributes | Visualize |

Classifier

| Choose "lBk -K 1 -W 0 -A "weka.core.neighboursearch LinearhNSearch -4 {"weka.core.EuclideanDistance -R first-lasti™

Test options
() Use training set
() Supplied test set Set...

Classifier output

=== Evaluation on test split ===

=== Summary ===
(O) Cross-validation ~ Folds
t Correctly Classified Instances 36 30 3
Slaittiiis = Incorrectly Classified Instances 4 10 3
| More options... l Kappa statistic 0.7995
Mean absolute error 0.1099
(Nom) Classification v ‘ Root mean squared error 0.3125
Relative absclute error 22.0161 %
Stop Root relative squared error 62.5817 %
Result list (right-click for options) Total Number of Instances 40

23:10:56 - rules.ZeroR
23:11:05 - rules.ZeroR
23:11:21 - lazy.IBk
23:12:16 - lazy.IBk
2 lazy.IBk

=== Detailed Accuracy By Class ===

=== Confusion Matrix ===
a b <-- classified as

19 2| a=M
217 | b=N

<

0.905 0.105 0.905 0.905 0.905 0.9
0.895 0.095 0.895 0.895 0.895 0.9
Weighted Avg. 0.9 0.101 0.9 0.9 0.9 0.9

TP Rate FP Rate Precision Recall F-Measure ROC Area Class
M
N
v

Status

Figure 0-2 Example of classification results using ANN classifier
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Appendix B: Application screenshot

The application is shown in Figure 0-3, and also available on the Google store [39] .

Melanoma

2014-05-25

The results showed
strong indications of
Melanema, We
recommended to ask
your doctor for more
details, ask your doctor
to get more accurate
results’

COLOR

The color in melancoma cases is not
unifoem. Shades of tan, brown, and
black are peosent. The color Anlayses
shown, the system evaluate the the
color and its variance in leson

Original image Color analysis

ASYMMETRY

Look for moles with irregular shapes,
such a5 two very deferent-locking
g halves.

X symmetry Y symmetry

BORDER
Look for moles with ircegular,

CAPTURE NEW IMAGE notehed e s_cs:pcd_buam -

OPEN FROM HISTORY FILES

— A
~

Erogram Help HOME

Figure 0-3: The application screenshot

First image show the application main interface and the second show the classification results
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